Protein Classification with Hidden Variables

For using support vector machines (Fig. 2),
a kernel function should be defined a priori. We
propose a reasonable way of designing a kernel
when objects are generated from latent variable
models (e.g. HMM). First of all, a joint kernel is

designed for complete variables (i.e. both visible
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and hidden). Then the hidden variables are
marginalized out to give a marginalized kernel for
visible variables. Although this framework can be
applied to any object, we particularly derive sev-
eral marginalized kernels useful for biological se-

quences (Fig. 1).

Fig.2 Partitioning a vector space with the support
vector machines
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